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Abstract

This paper presents a computational study of the flow behavior in a cold-flow pilot-scale circulating fluidized bed. A multi-fluid
Ž .Computational Fluid Dynamics CFD model has been developed and verified against experimental data reported in the literature. The

flow model is based on an Eulerian description of the phases where the kinetic theory of granular flow forms the basis for the turbulence
modelling in the solid phases. The model is generalized for one gas phase and N number of solid phases to enable a realistic description
of the particle size distributions in gasrsolids flow systems. Each solid phase is characterized by a diameter, density and restitution
coefficient. The simulations are performed with different superficial gas velocities, initial solids concentrations and standard deviations of
the particle size distribution. Most emphasis is given to study the effects of different particle size distributions and to study the fluctuating
behavior of the dilute gasrsolids flow system. Altogether, the simulation results are in very good agreement with experimental data. Both
mean diameters, axial and radial mean and turbulent velocities, and mass fluxes are calculated successfully. q 2000 Elsevier Science S.A.
All rights reserved.
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1. Introduction

Many industrial fluid flow processes include multiphase
gasrparticle phenomena. Numerical simulation of these
multiphase flow processes provides a new tool for design
and optimization of e.g. chemical reactors, such as flu-

Ž .idized bed systems. Computational Fluid Dynamics CFD
techniques are derived from the equations governing the
fluid flow, in the form of partial differential equations
representing the conservation of mass, momentum and
energy. The partial differential equations are reduced to an
approximate and equivalent set of algebraic equations,
which are solved numerically to give the flow field at
discrete points in the calculation domain. Although CFD
models are fairly well established for single phase flow,
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multiphase flow and complex geometries make the solu-
tion even more challenging. However, CFD in multiphase
flow has during the recent years become more accepted in
modelling of gasrsolids flow systems, and much progress
has been made toward developing computer codes which
calculate the flow behavior of fluidized beds. Most models
reported in the literature are based on a two-phase descrip-
tion, one gas and one solid phase, where all the particles
are assumed to have identical diameter, density and restitu-
tion coefficient. Normally a Eulerian description of the
phases is given, where the constitutive equations describ-
ing the solid phases are based on kinetic theory for granu-

w x w xlar flow, e.g. Ref. 1 . Ref. 2 did simulations of a
circulating fluidized bed using both Lagrangian and Eule-
rian approaches to describe the granular material. They
demonstrated that, at the present time, the Eulerian ap-
proach is preferable when considering gasrsolids flow

w xsystems such as fluidized beds. Ref. 3 have given a
general review of different Eulerian two-phase flow mod-
els applied to fluidization.

In gasrsolids flow systems, particle segregation due to
different size andror density will affect the flow behavior
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significantly. To describe such phenomena, an extension to
w xmultiple particle phases is essential. Ref. 4 extended the

kinetic theory for granular flow to binary mixtures.
Equipartition of energy was assumed with small correction
for the individual phase temperatures. Based on this turbu-

w xlence model, Ref. 5 developed a multiphase gasrsolids
flow model and performed simulations with one gas and
three solid phases. The model predicted segregation effects
fairly well and a good agreement with experimental data
was demonstrated.

w x w xRefs. 6 and 7 extended the kinetic theory to binary
mixtures of solids with unequal granular temperatures
between the phases, where each solid phase is uniquely
defined by particle diameter, density and restitution coeffi-

w xcient. Based on their research, Ref. 8 proposed a modi-
fied multiphase gasrparticle flow model. The model was
generalized and made consistent for one gas phase and N
number of solid phases to enable description of realistic
particle size distribution.

In this work, the flow model is presented and applied to
simulation of a cold-flow pilot-scale circulating fluidized

Ž .bed. Three solid phases with different particle diameters
are used to enable a realistic description of the particle size
distribution. The numerical results are discussed and com-

w xpared against the experimental data of Ref. 9 .

2. Experimental setup

A detailed description of the circulating fluidized bed
w xsystem and measurement techniques is given by Ref. 9 .

Fig. 1 gives a sketch of the experimental setup.

w xFig. 1. The experimental setup 9 .

The riser has a cross-sectional area of 0.2=0.2 m2 and
is 2.0 m high. The primary air inlet is located at the bottom
of the riser where the gas is passing through an air
distributor to provide a uniform flow of air. The air has
ambient temperature and pressure. At the top of the riser
the suspended glass particles enter a cyclone and are
recycled via a return loop.

w x Ž .Ref. 9 used laser Doppler anemometry LDA and
Ž .phase Doppler anemometry PDA measurement tech-

niques to measure flow parameters, such as mean diame-
ter, particle flux and mean and fluctuating velocities.
LDArPDA is a non-invasive optical technique that does
not disturb the flow, has a high spatial resolution with a
fast dynamic response and range. The particle velocity
measurement is based upon that when two coherent Gauss-
ian laser beams are intersecting each other; the intersection
will cause interference fringes. The particle velocity of a
passing particle will be the Doppler frequency times the
fringe spacing. The Doppler frequency is obtained by a
photo detector. The particle size may be measured using
the PDA system. The technique is based upon that when
two adjacent photo detectors are used to collect scattered
laser light; they will show a phase difference that is
linearly proportional to the diameter of a smooth and
spherical particle as passing through the measuring vol-
ume.

The experiments were performed with two different
particle size distributions with a constant mean particle
diameter at 120 mm. The measurements were conducted
with two different superficial gas velocities, 0.7 and 1.0
mrs, respectively. The initial solids concentration in the
gasrsolids system was dilute with a solids concentration
of 1% and 3% of the riser volume. Notice that all the

w xexperimental data was originally reported by Ref. 9 .

3. CFD model

Based on an Eulerian description of the phases, a
multiphase CFD model for turbulent gasrsolids flow is
presented. The Eulerian approach considers the gas as well
as each solid phase as continuum. In our model we used M
phases, one gas and N solid phases. Each solid phase is
uniquely defined by a diameter, density and restitution
coefficient. The presence of each phase is described by a
volume fraction, varying from zero to one.

The laws of conservation of mass, momentum and
granular temperature are satisfied for each phase individu-
ally. The dependent variables, i.e. the volume fraction and
the momentum, are solved for each phase. All the phases
share a fluid pressure. The gas phase turbulence is mod-

Ž .elled by a subgrid scale SGS model. The largest scales
are simulated directly, and the small scales are modelled
with the SGS turbulence model. A conservation equation

Žfor granular temperature defined as one-third times the
.fluctuating velocity squared is solved for each solid phase.
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The transport equations for the continuous gas phase
was derived from a control volume approach. For the solid
phases, the Reynolds transport theorem was used to de-
velop the well-known Boltzmann equation. A complete
derivation of the equation for two-phase gasrparticle flow

w xis given by Ref. 1 . The particles are assumed inelastic,
smooth, spherically and non-rotating. Moreover, based on
the distribution of the particles, the constitutive relations,
which close the transport equations are provided by this
method. These constitutive laws specify how the physical

w xparameters of the phases interact with each other. Ref. 7
gives an extension to binary mixtures of particulate materi-
als and derives transport equations for each solid phase.
His approach involved kinetic theory for binary granular
mixtures with unequal granular temperatures between the
phases. The constitutive equations come from the interac-
tions of the fluctuating and the mean motion of the parti-
cles. The shear stresses are the sum of a collisional and a
kinetic part. The pressure of the solid phases, which
includes both kinetic and collisional pressures, were deter-
mined from an equation of state. In these expressions the
restitution coefficient were introduced along with the ra-
dial distribution function. The shear viscosities for dilute
and dense flow are a product of mean free path times an
oscillation velocity times particle density. The coupling
between the various particle phases is through particle
pressures, binary radial distribution functions, viscosities,
particle collision dissipations and conductivities. In addi-
tion to gas–particle drag, particle–particle drag is intro-
duced in the model.

The mathematical model is incorporated in the CFD
model, FLOTRACS-MP-3D, which is three-dimensional
Ž .3D in Cartesian coordinates with the following governing
conservation equations. A detailed description, including a
discussion of the consistency of the multiphase gasrpar-

w xticle model is given by Ref. 8 .

3.1. GoÕerning equations

w xThe mathematical model developed by Ref. 8 is sum-
marized in this section.

3.1.1. Continuity equations
The continuity equation for phase m is given by:

E E
b ´ r q b ´ r U s0 1Ž . Ž . Ž .v m m i m m i ,m

Et Exi

where ´ , r and U are the phase volume fractions,m m i,m

densities and the ith direction velocity components, re-
spectively. b is the volume porosity and b is the areav i

porosity in i-th direction. The volume and area porosities
have values between zero and unity, where zero is a totally
blocked and unity is totally open. No mass transfer is
allowed between the phases.

3.1.2. Momentum equations
The momentum equations in the j-direction for phase m

may be expressed as:

E E
b ´ r U q b ´ r U UŽ . Ž .v m m j ,m i m m i ,m j ,m

Et Exi

EP E
sy b ´ q b PŽ . Ž .v m i i j ,m

Ex Exj i

M

qb ´ r g qb F U yU 2Ž .Ž .Ýv m m j v m k j ,k j ,m
ks1,k/m

P and g are fluid pressure and j-direction component ofj

gravity, respectively. F is drag coefficient between them k

phases m and k. Hence, the terms on the right side
represent pressure forces, viscous forces, mass forces and
drag forces, respectively. Both gas–particle and particle–
particle drag are included in the total drag.

We consider each phase as an incompressible fluid. But
due to the extension to multiphase flow, the divergence
term is included. Hence the stress tensor P for the gasi j,g

phase g is given by:

EU EU 2 EUj i k
P sm q y d 3Ž .i j ,g eff ,g i jž /Ex Ex 3 Exi j k g

where d is the Kroenecker delta. The gas phase turbu-i j

lence is modelled by the SGS model proposed by Ref.
w x Ž .10 . The technique is a large eddy simulation LES ,
where the largest scales are solved directly, whereas the
small scales are modelled with the SGS turbulence model.
Thus, the effective viscosity m may be estimated as:eff,g

2
m s´ m q´ r c D S :S 4Ž . Ž .(eff ,g g lam ,g g g t i j ,g i j ,g

1 EU EU3 j i'Ds D xD yD z and S s qi j ,g 2 Ex Exi j g

The turbulence model constant c is estimated to 0.079 byt
Ž . w xusing the renormalization group RNG theory 11 . D is

the characteristic length scale for the resolved eddies.
The total stress tensor P for each solid phase s is thei j,s

sum of a collisional and a kinetic part:

EU EUj i
P syP d qm qi j ,s s i j s ž /Ex Exi j s

2 EUk
q j y m d 5Ž .s s i jž / ž /3 Exk s

Whereas the bulk viscosity is approximated to be zero for
most gases, as done here the bulk viscosity j should bes

included when considering granular materials. The solid
phase pressure P , which include a collisional and a kinetics

term, is determined from an equation of state similar to
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van der Waals equation of state for gases, and is the
equation of state for a granular material:

N

P s P q´ r u 6Ž .Ýs C ,sn s s s
ns1

The pressure denoted P is caused by collisionsC,sn

between the solid phases s and n, and has the expression:

p
3P s 1qe d g n nŽ .C ,sn sn sn sn s n3

=
m u u0 s n½ 5m rm u q m rm uŽ . Ž .Ž .s n s n s n

=

3r22m rm u uŽ .0 s s n
7Ž .2½ 5u q m rm u u quŽ . Ž .Ž .s n s n s n

Here, the binary restitution coefficient, diameter and mass
are defined respectively by:

1
e s e qe 8Ž . Ž .sn s n2

1
d s d qdŽ .sn s n2

m sm qm0 s n

The restitution coefficient is unity for fully elastic and
zero for plastic collisions. We assume the particles to be
spherical. Hence the number of particles and the particle
mass are given, respectively:

6´ p d3 rs s s
n s and m s 9Ž .s s3 6p ds

The radial distribution function g is an expression forsn

the probability of particle collisions, and is near one when
the flow is dilute and becomes infinite when the flow is so
dense that motion is impossible. Based on the single solid

w x w xphase model given implicitly by Ref. 12 , Ref. 8 consid-
ers the binary radial distribution function as:

y11
1y´ 3g

g s 1y 10Ž .0 ž /½ 5´s ,max

N g0
g s ´ q´Ž .sn s n2 1y´Ž .g

where ´ is the maximum total volume fraction ofs,max

solids, in this work set to 0.63.

The solid phase bulk viscosity or volume viscosity may
be written as:

N dsn
j s P u q m rm uŽ .Ž .Ýs C ,sn s n s n3ns1

=
2

11Ž .2)
pu u u q m rm uŽ .Ž .s n s n s n

The solid phases shear viscosity, m , consists of as
Žcollisional term, m which is proportional to the bulkcol,s

.viscosity :

N dsn
m s P u q m rm uŽ .Ž .Ýcol ,s C ,sn s n s n5ns1

=
2

12Ž .2)
pu u u q m rm uŽ .Ž .s n s n s n

and a kinetic term:

2mdil ,s
m skin ,s N1

1qe gŽ .Ý sn snN ns1

=

2N4
1q g ´ 1qe 13Ž . Ž .Ý sn n sn½ 55 ns1

where

15 2m us s ,av
m s ´ l 14Ž .(dil ,s s s3 p8ds

The mean free path l is given by:s

1 ds
l s 15Ž .s ' ´6 2 s

To ensure that the dilute viscosity, m , is finite as thedil,s

volume fraction of solids approaches zero, the mean free
path is limited by a characteristic dimension, in this work
set to the minimum control volume length.

The average granular temperature denoted u is ob-s,av
w xtained from Ref. 7 :

2m us s
u ss ,av 2

2 2° ¶N n d m rm uŽ .n sn 0 s n 3r2~ •SÝ 2)ž / ž /n d¢ ßu q m rm uŽ .s s Ž .ns1 s n s n

16Ž .

2m rm u uŽ .0 s s n
Ss 2

u q m rm u u quŽ . Ž .Ž .s n s n s n
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For ´ F0.8. the gas–particle drag coefficient is basedg
w xon the well-known Ergun equation 13 :

™ ™< <´ 1y´ m ´ r u yuŽ .s g lam ,g s g g s
F s150 q1.75 17Ž .sg 2 d´ d sg s

For ´ )0.8, the drag coefficient is based on the singleg
w xsphere expression derived by 14 :

™ ™< <3 ´ ´ r u yus g g g s
F s C f ´ 18Ž . Ž .sg d g4 ds

where

f ´ s´y2 .65 19Ž . Ž .g g

Ž .The relation given in Eq. 19 acts as a correction of the
Stokes law for free fall of a single particle and is intro-
duced due to the presence of other particles in the fluid
w x15 . The drag coefficient C is related to the ReynoldsD

w xnumber by 16 :

24
0.687C s 1q0.15Re Re F1000 20Ž . Ž .d sRes

C s0.44 Re )1000d s

™ ™< <d r ´ u yus g g g s
Re ss

m lam ,g

The particle–particle drag coefficient, f , is proportionalsn
w xto the particle collisional pressure 7 :

2 23 2 m u qm uŽ .s s n n
F sP )sn C ,sn 2½ d p m u usn 0 s n

1 ´ u u =us s n n
q = ln q 2™ ™ ´ u qu u< <u yu n s n nn s

=u ln m uŽ .s s n
y q3= 21Ž .2 5ln m uu Ž .s ss

3.1.3. Turbulent kinetic energy equations
Conservation equation for granular temperature is solved

for each solid phase:

3 E E
b ´ r u q b ´ r U uŽ . Ž .v s s s i s s i ,s s2 Et Exi

EU E Euj ,s s
sb P q b kv i j ,s i sž / ž /Ex Ex Exi i i

yb g y3b F u 22Ž .v s v sg s

The terms on the right side of the equation represent
production due to shear, diffusive transport of granular
temperature, dissipation due to inelastic collisions and
dissipation due to fluid friction. A corresponding produc-

tion term due to fluctuations in drag has been assumed
negligible. This is a reasonable assumption for the rela-
tively large and heavy glass particles considered in this
work. Hence, the particle response time is assumed to be
much longer than the characteristic time scale for the
turbulent fluid motion.

The conductivity of granular temperature k , and thes

dissipation due to inelastic collisions g are determineds

from the kinetic theory for granular flow. The granular
conductivity is given by a dilute and a dense part as:

2N2k 6dil ,s
k s 1q g ´ 1qeŽ .Ýs sn n nN ½ 51 5 ns11qe gŽ .Ý sn snN ns1

Nus
q2´ r d ´ g 1qe 23Ž . Ž .( Ýs s s n sn sn

p ns1

where

225 2m us s ,av
k s ´ l 24Ž .(dil ,s s s32 p

Ž .The first term in Eq. 23 dominates in dilute flow and the
second term in dense regimes. As for the shear viscosity,
the mean free path is limited by the minimum control
volume length to ensure that the dilute granular conductiv-
ity is finite as the solid volume fraction approaches zero.

The dissipation of the turbulent kinetic energy due to
particle collisions is given by:

N 3 1yeŽ .sn
g s PÝs C ,sn4 dsnns1

=
2u us n

4 2 2)
p m rm u q m rm uŽ . Ž .Ž .s 0 s s 0 n

m rm u q m rm u EUŽ . Ž .s 0 s n 0 n k ,s
yd 25Ž .sn 2 2ž / Exm rm u q m rm uŽ . Ž . ks 0 s n 0 n

The divergence term is often neglected, but we have
retained it in our calculations. However, the term may
cause production instead of dissipation, and is handled
with special care.

3.2. Numerical solution procedure

The governing equations are solved by a finite volume
method, where the calculation domain is divided into a
finite number of non-overlapping control volumes. At
main grid points placed in the center of the control vol-
ume, volume fraction, density, and turbulent kinetic energy
are stored. A staggered grid arrangement is adopted for the
velocity components that are stored at the main control
volume surfaces. The conservation equations are integrated
in space and time. This integration is performed using
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upwind differencing in space and fully implicit in time.
The set of algebraic equations is solved by the tridiagonal-

Ž .matrix algorithm TDMA , except for the volume fraction
where a point iteration method is used. Due to the strong
coupling between the phases through the drag forces, the

Ž . w xtwo-phase partial elimination algorithm PEA 17 , is
generalized to multiple phases and used to decouple the

Ž .drag forces. The IPSA interphase-slip algorithm is used
to take care of the coupling between the continuity and the

w xvelocity equations 18 .

3.3. Numerical flow parameters

The simulation geometry with internal obstructions and
grid nodes is shown in Fig. 2. The 2D calculation domain
is divided into 38=102 grid nodes, in the radial and axial
directions, respectively. The grid is chosen to be uniform
in the axial direction, whereas a non-uniform grid is used
in radial direction in order to have smaller control volumes
where the gradients are expected to be large. Although a
grid dependence study is clearly desirable, the long compu-
tational times involved make such a study not feasible.

w x w xBased on previous experience, e.g. Refs. 19 and 20 , the
grid resolution appears nevertheless to be adequate.

To enable a realistic particle size distribution, three
solid phases are used in the simulations. The Sauter mean
particle diameter is held constant at 120 mm and the
standard deviations, s , are 18 and 40 mm, respectively.
For the particle size distribution with a standard deviation
of 18 mm, the three solid phases I, II and III have
diameters of 84, 120 and 156 mm, respectively and a
volume fractions of particles of 12.5%, 75.0% and 12.5%,

Fig. 2. Simulation geometry with internal obstructions and grid points.

Fig. 3. Initial particle size distribution.

respectively. Fig. 3 shows the numerical and real particle
size distribution with this standard deviation. A compari-
son shows that with three solid phases, the CFD-model is
able to describe the real particle size distribution fairly
well.

For the wide-ranging particle size distribution with a
standard deviation of 40 mm, the three solid phases I, II
and III have diameters of 63, 120 and 177 mm, respec-
tively and a volume fraction of particles of 25.0%, 50.0%
and 25.0%, respectively.

The particle density is 2400 kgrm3 and the restitution
coefficient for all the solid phases are set to 1.0 in all
simulations.

In order to get reasonable computational results to
compare against the experimental data, time averaged re-
sults are obtained between 16 and 20 s of real simulation
time.

The solid phases are initially perfectly mixed in the bed
and the initial bed height depends on the concentration of
solids.

The air inlets are modelled as 1D plug flow. The outlet
is located at the top of the cyclone where a continuity
condition is used for the gas phase. No particles are
allowed to leave the circulating fluidized bed system. At
the walls, no-slip conditions are used for the solid phases
as well as the gas phase. A zero-flux boundary condition is
applied to the energy fluxes.

4. Numerical results

4.1. Temporal eÕolutions

In order to study temporal variations of the gasrsolid
flow in the circulating fluidized bed, a 60-s real time
simulation with a superficial gas velocity of 0.7 mrs,
initial solids concentration of 1.0% and a particle size
distribution with a standard deviation of 18 mm is per-
formed. The fluctuations are studied at the center axis, 1.0



( )V. Mathiesen et al.rPowder Technology 112 2000 34–4540

Fig. 4. Computed large solids scale velocity fluctuations, hs1.0 m,
V s0.7 mrs.SUP

m above the main gas inlet that is assumed to be located in
the freeboard zone.

In Fig. 4, the computed velocity fluctuations of the
three solid phases are presented, whereas the measured
velocity fluctuations are reproduced in Fig. 5. As both
figures show, the circulating fluidized bed never reach a
normal steady state condition, but exhibits a strong fluctu-
ating behavior. However, the simulation shows that the
system needs almost 10 s to reach this condition. After the
first 10 s the fluctuations have a constant mean value and
frequency. Each of the solid phases has the same fre-
quency and the relative velocity between the solid phases
seems to be almost constant. As expected, the particle
velocity increases with decreasing particle diameter. A
somewhat wider range of velocity fluctuations is observed
in the simulation compared with the measurements. The
oscillating velocity includes negative and positive values,
but at this position in the center of the riser, a much higher
fraction of the particles are flowing upward than down-
ward. The frequency of the fluctuations is in the same
order of magnitude as the experimental, but they are a little
bit higher in the measurements than in the simulation. This
may be related to the observation that the measured veloc-
ity fluctuations include small scale as well as large scale

w xFig. 5. Measured velocity solids fluctuations 9 .

Fig. 6. Computed diameter fluctuations, hs1.0 m, V s0.7 mrs.SUP

fluctuations, whereas the computed fluctuations are only
produced by the large scale effects. A closer discussion of
these large-scale fluctuations as well as the small scale will
be treated later.

Computed and measured particle diameter fluctuations
vs. time are plotted in Fig. 6 and Fig. 7, respectively. The
mean diameters are in a fairly good agreement and the
frequency of the fluctuations seems to be in the same order
of magnitude. The measured oscillations are considerably
larger than the computed. This is probably because the real
particle size distribution is more wide-ranging than the
numerical one. By increasing of number of solid phases,
the oscillating diameter would have been more correctly
predicted. It should be observed that particle diameters as
large as 200 mm and as small as 10 mm are experimentally
detected whereas the particle size distribution in Fig. 3
shows no particles above 160 mm and below 50 mm. The
PDA technique is based upon the observation that the
particles are smooth and spherical. Probably, some of the
particles were not completely spherical and hence a small
or large particle size was detected for these particular
particles. If the spurious data were removed, comparison
with the computations shown in Fig. 6 would be even
better.

w xFig. 7. Measured diameter fluctuations 9 .
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4.2. Mean diameter profiles

A factor that significantly affects the magnitude of the
segregation is the standard deviation of the particle size
distribution. A narrow particle size distribution has obvi-
ously a more uniform mean diameter in a gasrsolids flow

w xsystem than a wider size distribution. Ref. 9 did a
comparison of the mean diameters for two different parti-
cle size distributions with a constant mean diameter and
showed a significant increase in axial segregation by size
when the standard deviation increased.

Simulations are performed with the two different parti-
cle size distributions and compared against the experimen-
tal data in Fig. 8, which shows the number averaged mean
diameter along the median axis of the riser. The superficial
gas velocity and concentration of solids are held constant
at 1.0 mrs and 3%, respectively. The simulation results
are in a good agreement with the experimental data and
have the same form. For the narrow size distribution
Ž .ss18 mm , the particle size is almost constant along the
median axis and only insignificant deviations from the
experimental data are observed in the upper part of the
riser. These deviations are probably caused by the differ-
ence in simulated and actual outlet geometry and 3D
effects.

ŽFor the wide-ranging particle size distribution ss40
.mm the segregation by size is considerable. The multi-

phase model calculates almost a correct level of segrega-
tion, although the predicted mean diameters are somewhat
smaller than the measured. The computed mean diameters
as well as the experimental data confirm that by using a
large particle size distribution for the solids in the riser, an
increase of the mass flow rate of fine particles will occur.
Hence a lower mean particle diameter along the median
axis is obtained.

4.3. Velocity profiles

w xRef. 9 measured axial velocity profiles in the free-
board zone of the riser. The measurements were performed

Fig. 8. Axial particle diameter profiles for different particle size distribu-
tions.

Fig. 9. Velocity profiles for different solids phases, hs1.50 m.

with a superficial gas velocity of 1.0 mrs, 3% initial
volume fraction of solids and a standard deviation of the
particle size distribution of 18 mm.

Fig. 9 shows the particle velocity profiles for different
solid phases at height 1.50 m above the primary gas inlet.
Solid phases I, II and III have particle diameters of 84, 120
and 156, respectively. The computed velocity profiles are
compared against a number averaged experimental veloc-
ity profile that does not separate between different particle
sizes. As the figure shows, the agreement between the
computed and experimental results are very well. A core–
annulus flow, with an almost constant velocity in the core
and a down-flow in the wall region, is obtained.

The different solid phases have a corresponding flow
behavior. The simulation shows that the smallest particle
have a larger velocity than the experimental, whereas the
intermediate and largest particles have a lower velocity.
The relative velocity between the largest and the middle
particles is somewhat larger than between the intermediate
and the smallest diameters. The relative velocity is approx-
imately 0.2 mrs in the central part of the riser and
decreases toward the wall.

An overall mean particle velocity from the individual
solid phase velocities is obtained in order to compare this
to the experimental one. The number averaged velocity is
calculated from the following relation, where the sub-
scripts indicate the solid phase number:

´ ´ ´1 2 3
V q V q V1 2 33 3 3d d d1 2 3

V s 26Ž .s ´ ´ ´1 2 3
q q3 3 3d d d1 2 3

In Fig. 10, the predicted mean velocity profiles are
compared against experimental data. The mean particle
velocity profiles are obtained 1.20, 1.50 and 1.90 m above
the primary gas inlet. The simulation is in good agreement
with the measurements. At all three heights, the core–an-
nulus flow is correctly predicted and only small deviations
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Fig. 10. Axial particle velocity profiles at different heights.

from the experimental data are observed. As in the experi-
ments, the velocity profiles become flatter as the height
above the inlet increases.

The radial mean velocity is plotted and compared against
experimental data in Fig. 11. The radial velocity is ob-
tained at height 1.20 m above the primary gas inlet and is
plotted from the wall to the centerline. In this figure, the
radial velocity is defined as positive toward the wall from
the centerline. The numerical results are in good agreement
with the experiments, both in form and magnitude. The
radial velocity is very low in the center of the riser, but
increases toward the shear layer. If the riser is symmetrical

Fig. 11. Radial particle velocity, hs1.20 m.

about the median axis and a correct time averaging is
performed, the radial velocity in the center should be zero.
A small deviation from zero is found in the simulation.

Different particle size distributions will cause different
mean velocities. In Fig. 12, the computed axial mean
velocity along the median axis is compared against experi-
mental data for the two particle size distributions with a
standard deviation of 18 and 40 mm, respectively. The
simulations show the same trend as the experiments both
in form and magnitude although some discrepancies are
observed. The widest particle size distribution has the
largest mean velocity at the centerline.

4.4. Particle RMS Õelocity profiles

The Eulerian gasrparticle flow model is based on the
kinetic theory for granular flow. The equations come from
interactions of the fluctuating and mean motion of the
particles. These interactions generate stresses and give rise
to effective viscosities for the solid phases that relate the
random fluctuating motions to the mean motions of the
solid phases. In the derivation of the kinetic theory and in
the definition of the granular temperature, an isotropic

Fig. 12. Mean particle diameter along the median axis for different
particle size distributions.
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Fig. 13. Radial RMS velocities, hs1.20 m.

behavior of the particle fluctuations is assumed. Thus the
w xaxial and radial fluctuations should be the same. Ref. 9

showed experimentally that the magnitude of the axial and
radial velocity fluctuations are quite different.

In the multiphase gasrsolids flow model, a turbulent
velocity is obtained for each solid phase and hence is not
directly comparable to the experimental data. However, a
number averaged granular temperature is estimated from
the individual granular temperatures. The turbulent veloc-
ity obtained from this granular temperature is considered
as the small-scale turbulence.

The large scale mean velocity fluctuations are shown in
Fig. 4. The small- and large-scale fluctuations are assumed
statistical independent and hence a total particle RMS
velocity may be obtained:

´ ´ ´1 2 32 2 2s q s q s1 2 33 3 3d d d1 2 3
V s 3u q 27Ž .RMS s ´ ´ ´1 2 3) q q3 3 3d d d1 2 3

where the standard deviation s of each solid phase iss

given by:

Ni1 2
s s Õ yV 28Ž .Ž .Ý)s i sN y1Ž .i is1

Experimental studies confirm a non-constitutive
isotropic behavior of the fluctuations in a gasrsolids flow
system. In modelling of such systems, an assumption of
isotropic granular temperature is not desirable if these
fluctuations are the only oscillations of the system. How-
ever, it is reasonable to believe that the granular tempera-
ture only captures the small-scale fluctuations which will
occur in a gasrsolid system. The existence of large-scale
fluctuations is clearly and evidently shown by Figs. 4–7
and is also easy to observe visually in a gasrsolid flow
system. That the simulation never reaches a normal steady
state condition indicates also that there exist fluctuating
effects as the granular temperature is not captured.

There is no doubt that large-scale as well as small-scale
fluctuations are included in the measurements. Computed
turbulent velocity from small- and large-scale fluctuations
are compared against the experimental data in Figs. 13 and
14 for radial and axial direction, respectively.

Fig. 13 shows a significant difference in the computed
radial RMS velocity whether the large scale fluctuations
are added or not. The small-scale fluctuations have an
almost constant value in the central part of the riser and
increase significantly in the wall region. A comparison
between the experimental data and the numerical small-
scale turbulence shows that it is correctly predicted in the
wall region, whereas quite significant discrepancies are
obtained in the core region. In such a dilute gasrsolid
system considered in this simulation, the granular tempera-
ture is mainly produced by the shear forces, and hence
largest in the annulus zone. When adding the large-scale
turbulence, the curve changes both in form and magnitude.
A more constant and correct turbulence behavior is ob-
tained and the agreements with the measured RMS veloci-
ties are fairly well.

In Fig. 14 the experimental data show that the axial
velocity fluctuations are approximately three times the
radial RMS velocity. The computed small-scale turbulence
is significantly too small according to the experimental
data. By adding the large-scale turbulence, a correct order
of magnitude is obtained although some deviations are still
observed. Comparison of Figs. 13 and 14 shows that the
large-scale fluctuations are significantly higher in the axial
than in the radial direction.

4.5. Mass flux profiles

w xRef. 9 also measured and reported net mass flux
profiles at three different heights. Particle flux profiles are
computed and compared against these experimental data in
Fig. 15. The computed fluxes are the sum of the individual
solid phase fluxes. The flux profiles are obtained with a
superficial gas velocity of 1.0 mrs, a standard deviation of

Fig. 14. Axial RMS velocities, hs1.20 m.
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Fig. 15. Net solids flux profiles at different heights.

the particle size distribution of 18 mm, 3% initial solids
volume fraction, and 1.2, 1.5 and 1.9 m above the main
gas inlet.

The simulation shows a fairly good agreement with the
experimental data. Best agreement are obtained at a height
1.90 m above the primary gas inlet and this indicates that
the total solids flux circulating in the loop is reasonably
predicted.

At heights 1.20 and 1.50 m above the inlet, larger
discrepancies are observed. The CFD model computes a
too high flux upward in the core region, whereas a too
high negative net flux is computed in the annulus region.

This result indicates that a too large axial mixing is
computed, although the total net flux seems to be reason-
able.

The particle velocity profiles presented in Fig. 10
showed a very good agreement with the experimental data.
These profiles together with the net flux profiles indicate
that the presence of solids at heights 1.2 and 1.5 m is
somewhat too high. The volume fraction of solids is a little
too high in the core as well as in the annulus region and
probably the bed height is somewhat overpredicted.

5. Conclusions

Two-dimensional simulations of a pilot scale circulating
fluidized bed are performed. The computational results are
compared against experimental results reported in the liter-
ature. The simulations are performed with different super-
ficial gas velocities, initial solids concentrations and stan-
dard deviations of the particle size distribution. Most em-
phasis is given to study the effects of different particle size
distributions and to study the fluctuating behavior of the
dilute gasrsolids flow system. Altogether the simulation
results are in very good agreement with experimental data.

The CFD model is shown to be able to capture the large
scale fluctuations which will evidently be present in a
circulating fluidized bed system. Axial and radial large-
scale velocity fluctuations are calculated and added to the
small-scale turbulence from the isotropic granular tempera-
ture. The computed small-scale turbulence is significantly
too small according to the experimental data. By adding
the large-scale fluctuations, a correct order of magnitude is
obtained, although some discrepancies are still observed.
The calculations confirm that the axial fluctuations are
much larger than the radial fluctuations and hence the
fluctuating behavior of the circulating fluidized bed is
evidently not isotropic.

Simulations are performed with two different particle
size distributions and compared against experimental data
along the median axis of the riser. The computed mean
diameters are in good agreement with the experimental
data.

The axial velocity along the median axes are calculated
for the two different particle size distributions as well. The
simulations show the same tendency as the experiments,
although some discrepancies are observed. A higher veloc-
ity is correctly obtained for the large particle size distribu-
tion.

Mean particle velocity profiles are obtained at three
different heights with only insignificant deviations from
the measurements. A typical core–annulus flow is calcu-
lated with a nearly constant velocity in the central part of
the riser and a down flow of particles in the wall region.
As in the experimental data, the velocity profiles became
flatter when the height above the inlet increases.
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A mean radial velocity is calculated as well. The agree-
ment with experimental velocity is very well and the
results show that the radial velocity is approximately zero
at the centerline, then increases toward the shear layer and
further decreases to the wall.

Net mass flux profiles are computed and presented. The
calculated flux profiles show a fairly good agreement with
the experimental data. Best agreement is obtained in the
upper part of the riser and the total flux circulating in the
loop seems to be reasonably predicted. At lower heights,
larger deviations are obtained.

6. List of symbols

C drag coefficientd

c constant in Sub Grid Scale modelt

d particle diameter
Ž .d mean particle diameters0.5 d qdsn s n

e restitution coefficient
Ž .e mean restitution coefficients0.5 e qesn s n

g i-direction component of gravityi

g radial distribution function for a single solid0

phase
g binary radial distribution functionsn

l mean free path
M number of phases
m mass of a particle
m binary masssm qm0 s n

N number of solid phases
n number of particles
P fluid pressure
P collisional pressureC

P solid phase pressures

Re particle Reynolds numbers

U , U i- and j-components of velocityi j
™u velocity vector
V particle velocity

Greek symbols
´ volume fraction
´ maximum total volume fraction of solidss,max

b area porosity in i-directioni

b volume porosityÕ

g collisional energy dissipation
d Kroenecker deltai j

² 2:u granular temperatures1r3 Cs

k transport coefficient of granular temperature
m shear viscosity
j bulk viscosity
P stress tensor, solid phasei j

r density
s standard deviation
t stress tensor, gas phasei j,g

F drag coefficient

Subscripts
av average
col collisional
cor correction
dil dilute
eff effective
g gas phase
kin kinetic
lam laminar
m gas phase or solid phase m
n solid phase n
RMS Root Mean Square
s solid phase s
SUP superficial
turb turbulent
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